Image Segmentation based on Inter-feature Distance Maps
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Abstract. In this paper we present an unsupervised colour-texture segmentation method. The novelty of this new approach relies on the definition of the inter-feature distance map, which combines different textural properties, either those due to chromaticity variations or those due to intensity changes. The proposed framework works on a multi-channel representation that directly depends on the basic colours perceived in an image, trying to avoid the spatial correlation of usual 3D representations of colour. The textural information derived from intensity changes is added to the multi-channel representation and finally, chromaticity and intensity are combined with the inter-feature distance maps. The behaviour of the approach is tested on a set of natural and synthetic images to demonstrate the capabilities to deal with some representative types of colour-textures which are suggested in this work.
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1. Introduction

Automatic segmentation of image has been a key issue to deal with image understanding. Colour and texture are key properties for image segmentation. Both are due to physical properties of object surfaces and to the geometric conditions of scene and observer.

In computer vision there have been different approaches to deal with these two visual cues on digital images [1,2,3,4,5]. An essential difference amongst these approaches rely on where, within the overall process, texture and colour are combined, and how it is done. The essential difference between colour and texture relies on the fact of colour is a punctual property while texture is an spatial property, it implies that computational combination is not an evident step. In [1] and [2], colour and texture are combined in the first steps of the process; the first one computes a perceptual blurring based on psychophysical studies about colour appearance [6]; the second one is based on the gaussian model of colour images, introduced in [7]. On the other hand, in [3] image pixels are labelled with colour descriptor, in [5] pixel label depends on image descriptors (colour and texture) and in both, regions are derived with different classification methods. A last and very common approach is based on a filtering step, usually Gabor filters, applied to the monochrome image [4] or on colour channels of the image, as it is done in [2], then
combination is just given by the local properties of filters within each channel and no inter-channel combination is derived. A common step in some of these methods [2,3], is to incorporate a region merging process that achieves the final region segmentation based on their respective features, a key issue for a good performance relies on the selection of a set of parameters to take merging decisions, this is usually a hard task considering the inherent variability of digital images in general purpose applications. Finally, we want to note that on all these approaches there is not a unique procedure to evaluate the performance of the algorithms, since in general is the final goal of each application that usually establish the best performance criteria.

In this paper, we deal with the same problem, that is colour-texture segmentation, where the main differences between all the referred approaches and our method are: the way we combine colour and texture features and the use of the inter-feature distance map which performs part of the final clustering process. We outline the essential steps of our approach, that relies on the definition of the inter-features distance map. Since we can not give specific criteria to evaluate general performance at the moment, we propose to establish some assumptions about how a segmentation should be done depending on specific properties of colour-texture images. Hence, images fulfilling these specific assumptions, will be the guide to analyse the performance of the method and will be the guide for the algorithm requirements (section 2).

To this end, in this paper we propose an unsupervised colour-texture segmentation method. A Global scheme of this proposal is given in figure 1 where it can be seen that colour signal is divided into luminance and chrominance components to process them separately. With chrominance components we perform a basic chromaticity segmentation (explained in section 3), and we apply Gabor filtering to the luminance component to obtain texture features (detailed in section 4). In the next step, section 5, we extract texture features of each class colour obtained in the chromaticity segmentation. At the last step, in section 6, we perform a first clustering of the pixels nearby a feature with the computation of the inter-feature distance map and finally an inter-feature clustering achieves the image segmentation.

2. Colour and texture

A colour texture region in an image is an specific projection of a scene surface on the image plane. From the image point of view a colour texture region is given by the spatial repetition of spatio-chromatic patterns that are due to different physical properties derived from the image surfaces.

A colour texture can be given by a surface of homogeneous colour and different observation conditions across this surface, which are provoked by the surface roughness. An example of this kind of textures is given in figure 2.(a), a synthetic version of a similar effect is given in figure 2.(b), in both cases texture is essentially due to differences on the intensity channel and not on the chromaticity channel.

Other colour textures are due to texture elements of different chromaticities, such as those textures in figure 2, (c) and (d). Texture (c) is emerging from the random repetition of different colour patterns, we can synthesize an extreme case of this kind of texture by building a colour image with constant intensity in all the points and texture is just provoked by chromaticity differences across the image, one of this cases is shown in image (d).
Figure 1. General scheme of our proposal.

Figure 2. (a) Natural texture provoked by surface roughness. (b) Synthetic texture with homogeneous chromaticity and a texture provoked by intensity properties. (c) Colour texture essentially given by changes on chromaticity properties. (d) Synthetic colour texture with different chromaticities and homogeneous intensity. (e),(f) Two different textures where differences are due to location of textural elements.

Finally, in figures 2,(e) and (f), we present two textures with equivalent intensity and chromaticity properties, textural differences are due to different spatial distribution, that is, different location of textural patterns.

We propose a colour-texture segmentation method, that has been defined to be able to segregate all the types of textures above mentioned.
3. Basic chromaticity segmentation

In order to assure that all kind of textures can be segmented, the first step of our approach is to separate chromaticity and intensity properties of image points. To this end, we will use an opponent colour space for the representation of colour, since this space have been shown as one of the most well suited to the human colour visual system [8,9,10] to predict the colour representation of patterned surfaces. This opponent colour space represents colour information on three axis: one for the intensity and two for chromaticity, these are the red-green and blue-yellow components. Starting from an RGB image we apply the following transform to obtain opponent colour components:
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Since in our case we want to process only chromaticity information, we used blue-yellow and red-green components to perform a colour classification in terms of the basic colours we can segregate. To achieve this goal, we use a type of neural network named Self-Organizing-Map (SOM) [11,12], which is a widely used technique to perform clustering tasks [4,13]. In this case we will use a SOM of 11 nodes (number of output classes), in order to assure that at least the eleven basic colour terms suggested in [14] are completely represented in this multi-channel chromaticity representation of our image.

This first segmentation defines the spatial distribution of the different colour labels throughout the image and allows us to define a spatial support: a mask \( M_i \), for every colour with the aim to analyse the texture features present in every colour class.

4. Intensity Gabor Filtering

Once, chromaticity and intensity have been separated, in this step we deal with the textural properties given by differences on intensity changes, independently of their chromaticity. At this stage, we are considering the basic elements, usually referred as textons [15] or blobs, which are repeated all over the image. Perception of this textons is influenced by its spatial frequency properties. Characterization of these frequency properties is usually performed by tools like Fourier Transform, Gabor filters, Wavelet Transform, etc., being Gabor filters [16] increasingly used for textural analysis tasks [4,17,18,19,20,13,21].

In our case, we use Gabor filters in order to extract blob features from the intensity image (luminance plane). The Gabor filter used [22] is:

\[
g(x, y) = a^2 T \exp \left[ -\pi a^2 \left( x'^2 + T^2 y'^2 \right) \right] + 2\pi j f x'
\]

(2)

where:

\[
a = k * f; \quad k = \sqrt{\frac{\pi}{\ln 2}} \frac{2B_r - 1}{2B_r + 1}; \quad T = \sqrt{\frac{\pi}{\ln 2}} \frac{1}{k} \tan \frac{Ba}{2}
\]
The location of each filter is determined by two parameters: the radial frequency $f$ and the orientation $\theta$. $Ba$ and $Br$ parameters are frequency and orientation bandwidth of Gabor filters. The 2-D Gabor filter coverage on the frequency plane can be seen in figure 3.(a) where a given subset of frequencies and orientations are shown [18]. Filters of different orientation sensitivities are obtained varying their angular locations $\theta$ in the frequency plane, and different frequencies varying their radial distances $f$.

To describe all the blobs related to a certain spatial frequency all the filters with the same frequency $f$ should be combined along orientation $\theta$. In order to assure the segregation of textures defined by black and white blobs (see Fig. 3.(b)), we need to preserve the sign of the filter responses. It can be accomplished by splitting Gabor filtered signals into two parts: positive and negative values, that is usually referred as a half-wave rectification.

Applying this Gabor analysis to the image intensity channel, we obtain Gabor intensity features which describe all the spatial and luminance information of image blobs, which are given by the intensity channel.

5. Feature selection

Gabor features from intensity image can help us to distinguish textures which are defined by intensity variations. In contrast, as explained in section 2, there are textures with homogeneous intensity but with different chromaticity information. In this case, using just the Gabor intensity features does not allow to differentiate this kind of textures. To achieve this goal it is necessary to combine intensity features with chromaticity information. The chromaticity information is represented by binary masks denoted as $M_i$, where $i$ represents a basic colour (section 3), and intensity features are obtained from the Gabor filtering in data sets $G_k$, where $k$ represents an specific Gabor filter (section 4). Then if we apply every colour mask to the Gabor intensity features we can isolate, for every basic colour, its Gabor intensity features ($M_i G_k$).

After that, in order to achieve binary features needed in the next step, and in addition to reduce the number of features, we use a SOM. For every basic colour $i$ we introduce
its Gabor intensity features in a SOM, giving us a new set of binary features $MF_{ij}$ which describe the intensity information for the colour $i$. This allows us to perform a textural analysis of features of each basic colour channel.

6. Inter-feature distance map

As explained in section 2, texture is defined by the spatial distribution of intensity and chromaticity information. This spatial distribution has been captured in the new features $MF_{ij}$, then, analysing for every $MF_{ij}$ the spatial interaction between the textural features, we can obtain the different textures. The spatial interaction is analysed using distance maps. To obtain the distance map of a feature image, first we compute the Euclidean distance transform of the binary feature. For each pixel the distance transform assigns a number that is the distance between that pixel and the nearest nonzero pixel of the image, then all the pixels which value is greater than certain distance are set to zero. As a result since $MF_{ij}$ are intensity textural features of a certain colour $i$, the distance map allows to perform an analysis of the spatial interaction between different colours and different textured areas.

Obtaining a distance map for every $MF_{ij}$ textural features and grouping them in a stack, we obtain a multidimensional dataset $D(MF_{ij})$ that describes the inter-features interaction which, in turn, define more complete texture features. These inter-feature distance maps allow to compactly describe all the elements that can provoke a colour texture, i.e. chromaticity information, intensity variations and the spatial distribution and interaction between these textural features.

The multidimensional dataset $D(MF_{ij})$ is a complete colour texture descriptor. This descriptor can be used to perform the final segmentation of our original textured colour image if used as the input feature dataset of a classification process. This classification step is again performed by a SOM that achieves the inter-feature clustering of the descriptors $D(MF_{ij})$ and distinguishes the different texture types and delivers a finally classified image.

7. Results

As we have already mentioned, we do not have an objective procedure to evaluate the obtained segmentation. Our main goal in this work is to check the feasibility of our method in segmenting the different kind of textures we have introduced in section 2. To this end, we will show some of the results we have obtained in some images.

In figure 4.(a), we can see the result of a mosaic image composed by three natural texture and one synthetic image. With this example we can see that our method is able to get a segmentation when we have four different types of texture. The textures on the left side of the mosaic are textures provoked by differences in chromaticities, the texture in the top presents changes on the intensity channel, however the bottom texture the intensity channel is constant and texture is just due to chromaticity channels, we can see that in both cases, the segmentation has been well done. On the other hand, textures on the left side present less chromaticity changes, and again the method has succeed in giving a correct segmentation.
The natural images shown in 4.(b) and (c), are presenting textures of both types, that is, just intensity variations as in the (c) image, or intensity and chromaticity variations as in (b) image.

Another point we want to note about the behaviour of this algorithm, is that the final step provided by the SOM, allows to get different degrees of segmentation, when we increase the number of classes we obtain a more accurate representation of the image details, this can be seen in 5.(a) and (b).

8. Conclusions and Further work

In this paper we have given a first outline of a new approach that tries to combine colour and texture by applying a different process on chromaticity and intensity properties. The method is based on an opponent colour representation, from which a multi-channel representation of basic colour terms is derived. The chromaticity properties are preserved on these channels or binary masks of basic colour terms. These masks are combined with the responses of an spatial-frequency analysis performed on the intensity plane, which is based on a Gabor decomposition. In order to combine both, inter-feature distance maps are computed on this combined description. Finally, a self-organising map is computed to obtain a global classification of image pixels, considering all the computed colour and textured combined properties.

We want to note, that it is a first outline of a new framework in the pursuit of an unsupervised segmentation of colour textures that can minimise the number of parameters that need to be tuned for any image segmentation, and that allow any kind of image texture, either the textural properties are due to intensity, chromaticity or spatial arrangements. Some improvements need to be done essentially on the feature selection step of the proposed method.
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