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Abstract

This paper presents a novel method for combining

multiple attributes in order to classify the different

categories. We start by providing a detail analysis

of how to optimally fuse color and shape informa-

tion for texture classification. For this reason we

analyze the two existing approaches, called early

and late fusion, and argue that both approaches

are suboptimal for some classes. To overcome

this shortcoming, we propose to merge the two

approaches into a single combined early and late

fusion representation of an image. We further

propose to combine this new hybrid fusion with

a texture representation in an efficient way. Ex-

periments have been conducted on a large dataset

of ten different image categories and the results

show that all these three cues are important for

the task of texture classification and our proposed

method increases the overall performance signifi-

cantly. Keywords: Color vocabulary, Texture Vo-

cabulary, Texture Categorisation.

1 Introduction and Related Work

Images play a fundamental part in our daily com-

munication and the large amount of pictures digi-

tally available are not manageable by humans any-

more. Visual categorization is a difficult task, in-

teresting in its own right, due to large variations be-

tween images belonging to the same class. Many

features such as color, texture, shape, and motion

have been used to describe visual information for

visual categorization. This paper focuses on the

difficult problem of texture categorisation.

A still open research question within the bag-

of-words context is how to optimally fuse differ-

ent images cues, like color and shape, into a single

bag-of-words representation. Initially many meth-

ods only used the shape feature, predominantly

represented by SIFT [6],to represent the image [9],

[1] and [5]. However, more recently the possibil-

ity of adding color information has been investi-

gated [7], [12], [8]. Most of the recent works com-

bine color and shape at an early stage focussing on

the photometrically invariant properties of the the

color descriptors. However, none of these methods

provide a thorough analysis of the problem of what

is the optimal approach to fuse shape and color.

Generally, the fusion of color and shape is

carried out in the visual-vocabulary construction

stage. Creating a visual vocabulary is a challeng-

ing task as the vocabulary should be able to de-

scribe widely varying classes. Some classes might

have very distinctive color, some very characteris-

tic texture patterns and some might be character-

ized by combining both features. There exist two

main approaches to fuse color and shape into the

bag-of-words representation. The first approach,
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called early fusion , involves fusing local descrip-

tors together and creating one joint shape-color vo-

cabulary. The second approach, called late fusion

, concatenates histogram representation of both

color and shape, obtained independently. Most of

the existing methods use early fusion [7], [12], [8]

. One of the few works which compares both early

and late fusion for image classification is done by

[10] where both early fusion and late fusion have

been discussed.

To this end, the paper has been organized as fol-

lows. In section 2 Vocabularies for texture, shape

and color are discussed. Afterwards, in section 3,

fusing multiple vocabularies is discussed and hy-

brid fusion scheme along with a texture represen-

tation is proposed. Section 4 presents the experi-

mental details like the classification algorithm, the

dataset used and the classification settings. De-

tailed experiments are shown in section 5. Finally,

we sum up the conclusions.

2 Vocabulary for Texture, Color

and Shape

Visual features color, shape and texture are used to

characterise visual keywords. In our approach LBP

and SIFT are used to create a texture and shape

vocabulary. Two options are considered to create

a color vocabulary namely Hue and Color Naming

values. The main essence of our work lies in the

combination of these three features. In the next

sections texture, shape and color vocabulries have

been discussed in detail.

2.1 Texture Vocabulary

For human perception texture is an important vi-

sual category. Texture is one of the most common

low level features and plays an important role for

the character of region for digital images. There

are many different ways of solving the problem of

texture analysis. In this regard we investigate the

use of LBP for creating a texture vocabulary since

it is known to yield very good good performance

in recent texture studies [4] and [2]. For our exper-

iments we have investigated different variations of

LBP while creating a texture vocabulary.

2.2 Shape Vocabulary

Shape is one of the most common low level fea-

tures and local Shapes are often regarded as one

of the most discriminent features shared by dif-

ferent instances of an image category. In object

recognition the shape of an object plays a pivotal

role in searching for similar image objects. There

are many different ways of solving the problem of

shape analysis. In this regard we investigate the

use of SIFT for creating shape vocabulary since it

is known to yield very good performance in recent

studies [5], [3].

2.3 Color Vocabulary

A color vocabulary is created to represent the color

aspects of an image. The measured color values

vary significantly due to large amount of varia-

tions. In this work color histogram approach is

used in the Hue, Saturation, Value (HSV) color

space [12] and Color Naming values mentioned

in the work of [11]. Given a set of cluster cen-

ters (visual words), each image is then represented

by a K (The number of clusters, K, optimized for

the dataset) dimensional normalized frequency his-

togram n (W/I). Where W denotes the visual words

and I denotes the set of images. For clustering K-

means method is used.

3 Fusing Multiple Vocabularies

After creating the color and shape vocabulary, both

vocabularies are then combined in a flexible man-

ner to achieve better performance. The discrimina-

tive power of each vocabulary varies for different

classes. Some classes are distinguished by color

and some by shape. We first anaylze both early

and late fusion which is followed by our proposed
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approach of combining both early and late fusion.

We further show that combining this hybrid fusion

with a texture representation imporve the results

significantly.

3.1 Early Fusion and Late Fusion

In early fusion, the local features of color and

shape are combined before quantization. The fu-

sion involves concatenating the color features and

shape features. From these combined vectors a

joint vocabulary is obtained using the K-means al-

gorithm. A weight vector β is introduced to tune

the relative weight of the color and texture in the

combined vocabulary Vsc .

Vsc = (β Vc, (1 − β)Vs) (1)

where Vc are the color features and Vs are the

texture features. The weight vector β is learned

through cross-validation on the training data.

In late fusion the two features color and shape

are computed independently. The two features are

then fused together in one representation. Here the

different vocabularies are concatenated after quan-

tization. A weight vector α is introduced to obtain

a combined histogram n(w|I) of color and shape

vocabularies for an image I .

n(ws&c|I) =

[
α n(wc|I)

(1 − α) n(ws|I)

]
(2)

where w is the number of total vocabulary words,

wc are Color words and ws are shape words. The

weight vector α is learned through cross-validation

on training data.

Figure 1 highlights the two approaches used for

combining the color and shape vocabulary.

3.2 Hybrid Fusion: Combining Early and
Late Fusion

The work of [10] compares early versus late fu-

sion. Both methods have their advantages and

disadvantages. Early fusion obtains a vocabulary

Figure 1: A Graphical explanation of early and late

fusion schemes to combine color and shape infor-

mation. The α and β parameters determine the rel-

ative weight of the two cues.

with a higher discriminative power, since the vi-

sual words describe both color and shape. Early

fusion visual words could include red blobs, green

lines, etc. . In late fusion the vocabularies are ob-

tained by separately clustering the two cues shape

and color. The image is thus represented as a dis-

tribution over shape-words and color-words. For

example, if the image contains blobs and lines,

and red and green features then from the late fu-

sion representation it cannot be inferred that the

image contains red lines or green blobs. In case of

a class which is constant over both shape and color,

early fusion representation is better. However for

classes where only one of the cues is constant, late
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fusion representation is preferred. To combine the

advantages of the two representations we propose

to combine early and shape fusion into a single his-

togram. This will be done in a late fusion manner

as described in Eq. 2.

3.3 Combining Hybrid Fusion with Tex-
ture Vocabulary

We take one step further in fusing multiple features

by combining the hybrid fusion with a texture vo-

cabulary. In our experiments we have used LBP

for the creation of texture vocabulary. As a next

step, different variations of LBP has been tested

since the primitive LBP representation proved un-

successful for our data set. Thus the final his-

togram is a weighted combination of late and early

fusion of color and shape with texture histogram.

4 Experimental Setup

The performance of combined vocabularies will be

tested on a the classification task using SVM. De-

tails of the proposed procedure are outlined in this

section.

4.1 Dataset

The approach outlined above is tested on a dataset

with 10 classes (Marble, Wood, Beads, Foliage,

Graffiti, Lace, Clouds, Fruit, and Water) with 40

images for each class. The images in the dataset

have been collected from Google, Flickr, and Corel

image collection. Figure 8 shows some of the im-

ages from the dataset. The dataset is very chal-

lenging due to wide range of textures and color in

it. For example, the Foliage class in our dataset

has mostly green color, but there are few images in

this class that has red color in it. Similary there is

a wide range of different texture patterns and col-

ors in Marble and Graffiti class. There are a lot of

variations in scale in the lace category.

Figure 2: Typical examples of each class from the

data set.

4.2 Classification Settings

The dataset has been divided into train set, valida-

tion set and test set. 25 images from each class

are used for training and remaining 15 are used

for testing.We believe the relative performance dif-

ferences between various approaches to fuse mul-

tiple features to be independent of the detection

method used. Thus an often used grid detector

is employed where the patch centers lie 5 pixels

apart. In our experiments multiclass non linear

SVM with χ2 kernel is used since it is known to

produce best classification results [1]. To evalu-

ate the classification performance we use the clas-

sification score. The classification score gives the

percentage of correctly classified instances in the

testset.

5 Experiments

This section explains in detail the creation of mul-

tiple vocabularies and the proposed methodology

used for combining these vocabularies. Experi-

ment 1 is about optmizing the individual vocabu-

laries of texture. Experiment 2 provides an insight

of color and shape vocabularies. Experiments 3

deals with combining both vocabularies in early

and late fusion manner in order to optimize the

classification performance. Finally in experiment

4 we combine the late and early fusion together in

one representation. We further combine the hybrid

and texture in one representation.
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5.1 Experiment 1: Texture Vocabularies

This section provides detailed results obatined us-

ing only the texture information. As a first step

a texture vocabulary has been created using local

binary patterns. We explored different variations

related to LBP such as Rotation Invariant LBP(
LBP ri

P,R

)
, Uniform LBP

(
LBP u2

P,R

)
, Rotation

Invariant with Uniform LBP
(
LBP riu2

P,R

)
, Rotation

Invariant Variance LBP (V ARP,R) , and Joint dis-

tribution of Rotation Invariant Uniform LBP with

its Variance
(
LBP riu2

P,R /V ARP,R

)
.

LBP operator P,R Bins Accuracy

LBP ri
P,R 8, 1 36 54.16

LBP u2
P,R 16, 2 243 62.30

LBP riu2
P,R 8, 1 10 47.27

LBP riu2
P,R /V ARP,R 16, 2/8, 1 328 58.10

LBP ri
P,R + LBP u2

P,R 8, 1 + 16, 2 279 64.27

Table 1: Classification Score (percentage) using

LBP.

5.2 Experiment 2: Color and Shape Vo-
cabularies

In this experiment we evaluated individual color

and shape vocabularies. The results shows that for

the categories in this dataset shape is a more im-

portant cue than color.

Vocabulary Vocabulary Size Accuracy

SIFT 700 73

HUE 400 56

ColorNaming 400 58

Table 2: Classification Score (percentage) using Shape

and Color Vocabularies.

5.3 Experiment 3: Early Fusion and Late
Fusion

In this experiment we combined shape and color

vocabularies. In Table 3 the results of these exper-

iments are summerised. The results using late fu-

sion show a better classification score as compared

to early fusion.

Vocabulary Voc Size Accuracy

EarlyFusion(SIFT, HUE) 1200 75

LateFusion(SIFT, HUE) 1100 77

EarlyFusion(SIFT, CN) 1200 77

LateFusion(SIFT, CN) 1100 79

Table 3: Classification Score (percentage) of Early and

Late Fusion. Note that in both color cues (HUE and

Color Names) late fusion performs better than early fu-

sion.

5.4 Experiment 4: Combining Late and
Early Fusion with Texture Vocabulary

The texture and shape/color are now combined by

concatenating the histogram representation (late

and early fusion) with LBP representation. The

hybrid fusion of shape/color(color names) is de-

noted by Hybrid(CN) and shape/color(Hue) by

Hybrid(HUE).

Vocabulary Vocabulary Size Accuracy

Hybrid(CN) 2300 81

Hybrid(HUE) 2300 79

Hybrid(CN)andLBP 2310 83

Hybrid(HUE)andLBP 2310 81

Table 4: Classification Score (percentage) of hybrid

fusion and combining hybrid fusion with LBP. Note that

hybrid combination of Color Names with LBP provides

the best results.

6 Discussion and Conclusions

The work presented in this paper is about classifi-

cation on a large dataset of ten different texture cat-

egories using texture, shape and color featues. We

investigated the two popular approaches of com-

bining color and shape namely early and late fu-

sion. Our results show that both late and early
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fusion have some short commings. The success

of late fusion over early fusion and vice-versa de-

pends on the nature of the categories in the dataset.

In our case late fusion perform slightly better than

early fusion. This could be due to the fact that in

most of the categories only one of the cues, either

color or shape, is constant. For example, foliage

class is difficult to classify based on shape but rel-

atively stable with respect to color appearance. In

this case it is hard to find visual words based on

early fusion that are consistent. As a next step late

fusion has been analysed deeply by trying different

combinations of vocabularies.

All three cues, color, shape and texture are found

to be crucial to obtain a good overall classifica-

tion score. Texture alone obtained 64.27%, color

alone 58%,and shape alone provided 73% scores.

The final combination got 83% which is obtained

by combining hybrid fusion with LBP. When com-

bining the vocabularies, color improves texture

classification performance but best performance

is achieved when shape has more influence than

color.

Finally our final results suggest that all three

cues are important for texture classification. More-

over fusing color and shape one step beyond early

and late fusion improved the results. Combining

our proposed hybrid fusion scheme with LBP resp-

resentation further improved the overall classifica-

tion score. The results also goes to show that com-

bining multiple vocabularies clearly outperforms

the performance of individual vocabulary cues.
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